Introducing Hidden Markov Models
First —a Markov Model

A Markov Model isa chain-structured process where future
states depend only onthe present state, not on the sequene
of events that preceded it.
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The X at a given time is called the state.
The value of Xn depends only on Xn-1.

State: sunny cloudy rainy sunny ?
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The Markov Model

90 % sunny
®  10% rainy

State : sunny  sunny rainy sunny

State transition probability (table/graph)
(The probability of tomorrow’s weather given today’s weather)

Output format 1: Output format 2:
[ ]
sunny sunny 0.9 sunny 09 0.1
sunny rainy 0.1 riny 03 07
rainy sunny 03
rainy rainy 07
Outputformat3: =Y p 0.7
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The Markov Model

80 % sunny
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S\ 15% cloudy
' 5% rainy
State : sunny cloudy rainy sunny
[l ]
T
State transition probability (table/graph)
Output fi t1:
utputforma Output format 3:
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sunny sunny 038

sunny cloudy 015 ~

rainy sunny 02 0.5, A 03
rainy riny 06 Aj'z OQ

rainy cloudy 02 !

cloudy sunny 02 ) m ]
cloudy rainy 03 p d
cloudy cloudy 0s
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The Hidden Markov Model

A Hidden Markov Model is a Markov chain for which the state is
only partially observable.

A Markov Model Xo ) A Xy A X, Axy

A Hidden Markov Model

Hidden states : the (TRUE) states of asystem that canbe
described by a Markov process (e.g., the weather).

Observed states : the states of the process that are
‘visible' (e.g., umbrella).
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The Hidden Markov Model
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The Hidden Markov Model
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(ex. Exon-Intron). intron 0 0 09 )
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certain state (exon,
intron, splice site)
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The Hidden Markov Model Splicing Site Prediction Using HMMs

I Ervicsion Probabilities I Sequence: CTTEAC|IGCA|GA|GTC ':519(2-13
P2

State path: I 1 P3

I - =T P

T T T
To calculate the probability of each state path, multiply all
transition and emission probabilities in the state path.

Emission = (0.2573) x 1 x (0.4x0.1x0.1x0.1x0.4x0.1x0.4x0.1x0 Ax0.1x0.4
Transition =1.0 x (0.942) x 0.1x 1 x (0.9/10) x 0.1
State path = Emission x Transition A=025
1.6e-10 x 000282 '
= 4.519e-13

The state path with the highest
probability is most likely the correct

Transition Probabi S
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Identification of the Most Likely Splice Site HMMs and Gene Prediction
Sequence: CTTGEGAC|IGCA|GA|IGTCA (color -> state)
[— 4.519e-13
. P2 ranscription
State path: P3 ™ scriptio

[ I
[ = P4
The likelihood of a splice site at a particular position canbe calculated by

taking the probability of a state path and dividing it by the sum of the
probabilities  of all state paths.

likelihood of a splice site in state path #1
4.519e-13
4.519e-13 +P2 + P3 + P4
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HMMs and Gene Prediction .
Conclusions
The accuracy of HMM gene prediction depends on emission
probabilities  and transition ~ probabiltie s. * Hidden Markov Models have proven to be useful for finding
Emission probabilities are calculated based on the base genesin unlabeled ge_no_mlc Sequ_ence- HMMs are the core of a
number of gene prediction algorithms (such as Genscan,

composition in that particular state in the training data. S
Genemark, Twinscan).

Transition probabilities are calculated based on the average

lengths of that particular state in the training data.
¢ Hidden Markov Models are machine learning algorithms that

e - use transition probabilities and emission probabilities.

' - ' ‘;“D’;'e";:‘ ":‘/""’“ * Hidden Markov Models label a series of observations with a

! , S Wi state path, and they can create multiple state paths.

t Database)

! It is mathematically possible to determine which state path is
' most likely to be correct.

HomeworkQuestion: How do transition probabilities affect thelength of predicted ORFs?
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